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A UNIFIED METHOD OF NUMERICAL CALCULATION OF THE CONJUGATE PROBLEM
OF HEATING BODIES BY LIQUIDS IN CONCURRENT FLOW AND COUNTERFLOW
V. V. Sapelkin

UDC 536.24

A unified algorithm is proposed for the solution of conjugate problems of heat exchange in one-sided and two-sided heating of solid bodies in concurrent flow and counterflow.

In connection with the development of the parameters of the heat-transfer agents used in modern heat exchangers, it becomes necessary to increase the accuracy of calculation of the temperature fields in their elements. Therefore, it is preferable to solve heat-exchange problems in a conjugate statement. In the creation of heat exchangers this makes it possible to reduce their energy capacity and metal content and to increase their productivity by an average of $10 \%$ [1].

The mathematical formulation of the problem in a conjugate statement includes the energy equation for the heat transfer agent and the heat-conduction equation for the solid body, as well as, apart from the usual boundary conditions, the conditions at the surface of the body bathed by the heat-transfer agent (the internal boundary conditions). The semidetailed and the detailed conjugate problems of heat exchange should be distinguished. In the first case the temperature field in the heat-transfer agent is described by a quasi-one-dimensional energy equation and the internal boundary conditions have the form of boundary conditions of the third kind. In the second case, two- and three-dimensional energy equations are considered and the internal boundary conditions are boundary conditions of the fourth kind.

Major progress has now been achieved in the solution of conjugate problems of heat exchange through the use of modern numerical and analytic methods. This pertains primarily to problems of heating of bodies in one-sided and two-sided concurrent flow over them [2-5]. At the same time, methods of solving conjugate problems of heat exchange between solid bodies and heat-transfer agents in counterflow are less well developed. The existing semianalytic methods [6-8] have limited application and, in addition, they reduce the problem to an infinite-
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Fig. 1. Diagram of heating of the dividing wall 3 by the heattransfer agents 1 and 2 in concurrent flow (a) and counterflow (b).
dimensional system of algebraic equations, the numerical solution of which is comparable in complexity with the direct numerical solution of the problem. The application of numerical algorithms, successfully used in the solution of conjugate problems with one-sided heating, to the solution of the problem of heating of bodies by heat-transfer agents moving in counterflow leads to the necessity of iterations, even if the original algorithm is noniterative.

In the present article we consider a unified economical method of numerical solution of conjugate problems of heat exchange, in both the detailed and semidetailed statements, for one-sided and two-sided concurrent flow and counterflow over a solid body by heat-transfer agents, in orthogonal coordinate systems, the coordinate lines of which coincide with the boundaries of the solid body (in this case the temperature field of the heat-transfer agents can be analyzed in other coordinate systems). The method is developed for the case when heat transfer by heat conduction in the heat-transfer agents in the direction of their flow can be neglected.

The flow schemes and the cylindrical coordinate systems used for determinacy are presented in Fig. 1. The coordinate system ( $r_{1}, z_{1}$ ) is used to describe the heating of the dividing wall 3 by the heat-transfer agents 1 and 2 in concurrent flow (see Fig. la), while in the case of counterflow (see Fig. 1b) the heat-transfer agent 1 and the wall 3 are analyzed in the coordinate system ( $r_{I}, z_{I}$ ) while the heat-transfer agent 2 is analyzed in the coordinate system $\left(r_{2}, z_{2}\right)$, with $r_{1}=r_{2}=r$ and $z_{1}=L-z_{1}$. We analyze the method on the example of the counterflow of heat-transfer agents (see Fig. 1b).

The temperature field in the dividing wall is described by the nonsteady equation of heat conduction

$$
\begin{gather*}
\frac{\partial \Theta_{3}}{\partial t}=\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \Theta_{3}}{\partial r}\right)+\frac{\partial^{2} \Theta_{3}}{\partial z_{1}^{2}},  \tag{1}\\
0<t \leqslant T, \quad R_{1} \leqslant r \leqslant R_{2}, \quad 0<z_{1}<L .
\end{gather*}
$$

The initial and boundary conditions at the ends of the wall at $z_{1}=0$ and $z_{1}=L$ are unimportant for the further presentation and can be of any kind. For determinacy we take

$$
\begin{gather*}
\Theta_{3}=\Theta_{3}^{\mathrm{b}}(r, t), \quad 0<t \leqslant T, \quad R_{1} \leqslant r \leqslant R_{2}, z_{1}=0 \\
\Theta_{3}=\Theta_{3}^{\mathrm{e}}(r, t), \quad 0<t \leqslant T, \quad R_{1} \leqslant r \leqslant R_{2}, z_{1}=L  \tag{2}\\
\Theta_{3}=\Theta_{3}^{0}\left(r, z_{1}\right), \quad t-0, \quad R_{1} \leqslant r \leqslant R_{2}, \quad 0 \leqslant z_{1} \leqslant L
\end{gather*}
$$

Let us consider the main idea of the algorithm on the example of the semidetailed conjugate problem. The temperature fields in the heat-transfer agents are described by the quasi-one-dimensional, nonsteady energy equation

$$
\begin{equation*}
\rho_{i} \frac{\partial \Theta_{i}}{\partial t}+q_{i} \frac{\partial \Theta_{i}}{\partial z_{i}}=\sigma_{i}\left(\Theta_{w i}-\Theta_{i}\right), \quad 0<t \leqslant T, 0<z_{i} \leqslant L \tag{3}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\Theta_{i}=\Theta_{i}^{0}\left(z_{i}\right), \quad t=0,0 \leqslant z_{i} \leqslant L \tag{4}
\end{equation*}
$$

$$
\Theta_{i}=\Theta_{i}^{\ominus}(t), \quad 0 \leqslant t \leqslant T, \quad z_{i}=0
$$

Here $i=1,2$ while the functions on the rightsides of Eqs. (2) and (4) are given, with $\theta^{0} i(0)=$ $\theta^{b}{ }_{i}(0) ; \rho_{i}, q_{i}$, and $\sigma_{i}$ are constants.

Boundary conditions of the third kind are considered at the surfaces of the wall bathed by the heat-transfer agents, with the temperature of a heat-transfer agent being determined from Eq. (3):

$$
\begin{gather*}
(-1)^{i+1} \frac{\partial \Theta_{3}}{\partial r}=\sigma_{i}\left(\Theta_{w i}-\Theta_{i}\right)  \tag{5}\\
0<t \leqslant T, \quad r=R_{i}, \quad 0<z_{i} \leqslant L
\end{gather*}
$$

In the region occupied by the dividing wall we introduce the grid $\bar{\omega}=\bar{\omega}_{r} \times \bar{\omega}_{Z_{1}}$. where

$$
\begin{aligned}
\bar{\omega}_{r}= & \left\{r_{n}=R_{1}+n h_{r}, n=0,1, \ldots, N_{r}, h_{r}=\left(R_{2}-R_{1}\right) / N_{r}\right\} \\
& \bar{\omega}_{z_{1}}=\left\{z_{m}^{(1)}=m h_{z}, m=0,1, \ldots, N_{z}, h_{z}=L / N_{z}\right\}
\end{aligned}
$$

as well as the time grid

$$
\omega_{\tau}=\left\{t_{j}=j \tau, \quad t_{i+1 / 2}=t_{j}+\tau / 2, \quad j=0,1, \ldots, j_{0}, \tau=T / j_{0}\right\}
$$

We approximate the differential operators on the right side of Eq. (1) by difference analogs:

$$
\begin{gather*}
-\frac{\partial^{2} \Theta_{3}}{\partial z_{1}^{2}} \rightarrow \Lambda_{z_{1}} \Theta^{(3)}=\Theta \frac{z_{1} z_{1}}{(3)}  \tag{6}\\
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \Theta_{3}}{\partial r}\right) \rightarrow \Lambda_{r} \Theta^{(3)}=\left(\frac{1}{r}\right)\left(\tilde{r} \Theta_{r}^{(3)}\right)_{r},  \tag{7}\\
\tilde{r}=r_{n-1 / 2}=0,5\left(r_{n}+r_{n-1}\right) .
\end{gather*}
$$

We approximate the boundary conditions (5) in the solution of Eq. (1) by the difference scheme [9]

$$
\begin{equation*}
(-1)^{i z_{2}+1} \frac{r_{\gamma}}{R_{i} h_{r}} \Theta_{\delta}^{(3)}+\Theta_{z_{1} z_{1}}^{(3)}-\frac{\sigma_{i}}{h_{r}}\left(\Theta_{(w))}^{(i)}-\Theta_{\cdot}^{(i)}\right)^{\prime}=\Theta_{t}^{(3)}, \tag{8}
\end{equation*}
$$

where

$$
\gamma=\left\{\begin{array}{c}
N_{r}-1 / 2, \quad i=2, \\
1 / 2, \quad i=1,
\end{array} \quad \delta=\left\{\begin{array}{c}
\vec{r}, i=2 \\
r, i=1
\end{array}\right.\right.
$$

Using (6), (7), and (8), we write the following locally one-dimensional scheme:

$$
\begin{align*}
& \Theta \frac{(3) j+1 / 2}{t}=\Lambda_{r} \Theta^{(3) j+1 / 2}, \quad R_{1} \leqslant r_{n} \leqslant R_{2}, \quad 0<z_{m}^{(1)}<L,  \tag{9a}\\
& \Theta_{t}^{(3) j+1 / 2}=0, r_{n}=r_{0}=R_{1}, 0<z_{m}^{(1)}<L,  \tag{9b}\\
& \Theta_{t}^{(3) j+1 / 2}=0, r_{n}=r_{N_{r}}=R_{\mathbf{2}}, \quad 0<z_{m}^{(1)}<L,  \tag{9c}\\
& \Theta_{\frac{1}{t}}^{(3) j+1}=\Lambda_{z_{1}} \Theta^{(3) j+1}, \quad R_{1}<r_{n}<R_{2}, \quad 0<z_{n 2}^{(1)}<L,  \tag{10a}\\
& \Theta^{(3) j+1}=\Theta_{(b)}^{(3) j+1}, \quad R_{1}<r_{n}<R_{2}, \quad z_{m}^{(1)}=z_{0}^{(1)}=0,  \tag{10b}\\
& \Theta^{(3) j+1}=\Theta_{(\mathrm{e})}^{(3) j+1}, \quad R_{1}<r_{n}<R_{2}, \quad z_{m}^{(1)}=z_{N_{z}}^{(1)}=L,  \tag{10c}\\
& \Theta_{\bar{t}}^{(3) j+1}=\Lambda_{z_{1}} \Theta^{(3) i+1}-\frac{\sigma_{1}}{h_{r}}\left(\Theta_{(w)}^{(1) j+1}-\Theta^{(1) j+1}\right)+\frac{r_{1 / 2}}{R_{1} h_{r}} \Theta_{r}^{(3) j+1}, \quad \quad r_{n}=r_{0}=R_{1}, 0<z_{n n}^{(1)}<L,  \tag{11a}\\
& \Theta^{(3) j+1}=\Theta_{(\mathrm{b})}^{(3)+1}, r_{n}=r_{0}=R_{1}, \quad z_{n h}^{(1)}=z_{0}^{(1)}=\because 0,  \tag{11b}\\
& \Theta^{(3) j+1} \cdots \Theta_{(\mathrm{e})}^{(3)+1+1}, r_{n}=r_{0}=-R_{1}, z_{m}^{(1)} \Rightarrow z_{N_{z}}^{(1)}=L, \tag{11c}
\end{align*}
$$

$$
\begin{align*}
& \rho_{1} \Theta_{t}^{(1) i+1}+q_{1} \Theta_{z_{1}}^{(1) i+1}=\sigma_{1}\left(\Theta_{(w)}^{(1) i+1}-\Theta^{(1) j+1}\right), \quad 0<z_{m}^{(1)} \leqslant L, \\
& \Theta^{(1) j+1} \cdots \Theta_{(\mathrm{b})}^{(1) i+1}, \quad z_{l l}^{(1)} \cdots z_{0}^{(1)}-0,  \tag{11d}\\
& \Theta_{t}^{(3) i+1}=\Lambda_{z_{1}} \Theta^{(3) i+1}-\frac{\sigma_{2}}{h_{r}}\left(\Theta_{(\omega)}^{(2) j+1}-\Theta^{(2) i+1}\right)-\frac{r_{N_{r}-1 / 2}}{R_{2} h_{r}} \Theta_{r}^{(3) j+1}, \quad r_{n}-r_{N_{r}}-R_{2}, 0<z_{m}^{(1)}<L,  \tag{11e}\\
& \Theta^{(3) j+1}=\Theta_{(\mathrm{b})}^{(3) i+1}, r_{n}=r_{N_{r}}=R_{2}, \quad z_{m}^{(1)}=z_{0}^{(1)}=0,  \tag{12a}\\
& \Theta^{(3) j+1} \cdots \Theta_{(\mathrm{e})}^{(3) i+1}, r_{n} \cdots r_{N_{r}} \cdots R_{2}, z_{l l}^{(1)}=z_{N_{z}}^{(1)}=L,  \tag{12b}\\
& \rho_{2} \Theta_{t}^{(2) j+1}+q_{2} \Theta_{z_{2}}^{(2) i+1}=\sigma_{2}\left(\Theta_{(w)}^{(2) j+1}-\Theta^{(2) j+1}\right), \quad 0<z_{m}^{(2)} \leqslant L,  \tag{12c}\\
& \Theta^{(2) j+1}=\Theta_{(\mathrm{b})}^{(2) i+1}, z_{m}^{(2)}=z_{0}^{(2)}=0 \tag{12d}
\end{align*}
$$

with the initial conditions at $t=0$

$$
\Theta^{(3)}=\Theta_{(0)}^{(3)}\left(r_{n}, z_{n 2}^{(1)}\right), \Theta^{(i)}=\Theta_{(0)}^{(i)}\left(z_{n}^{(i)}\right), i=1,2 .
$$

In contrast to the traditional locally one-dimensional scheme [10], here in the boundary conditions at the heat-transfer-agent-wall interface (8), written for the time $j+1$, the derivatives with respect to both coordinates are retained, (11a) and (12a) for $i=1$ and $i$ $=2$, respectively. This allows us to separate the initial difference problem into four difference problems: two for the heat-conduction equation at the time $j+1 / 2$ with respect to the $r$ coordinate $[(9 a)-(9 c)]$ and at the time $j+1$ with respect to the $z_{I}$ coordinate [(10a)(10c)] and two for the energy equations [(11a)-(11e) and (12a)-(12e)] at the time $j+1$. One can see that the difference problems at "whole" times are independent of each other and can be solved autonomously. We note that Eqs. (11a) and (12a) coincide in form with the nonsteady heat-balance equation for a solid body for which the thermal resistance in the transverse direction can be neglected in comparison with the longitudinal thermal resistance.

The solutions to the systems of difference equations (9a)-(9c) and (10a)-(10c) can be obtained by the usual trial-run method [10]. As for the systems of difference equations (11a)-(1le) and (12a)-(12e), the usual trial-run method is inapplicable for their solution. This is connected with the fact that for equations (a) of these systems of equations we have a boundary-value problem, while for equations (d) we have a problem with the initial condition (e). The application of iterations brings none of the advantages given by the proposed locally one-dimensional scheme. Therefore, we consider a direct method of solving the systems of equations (11a)-(11e) and (12a)-(12e).

If we change from the variable $z_{1}$ to the variable $z_{2}$ in Eq. (12a), then the systems of equations under consideration will be identical, since $\Theta_{z_{1} z_{1}}^{(3)}=\Theta_{z_{2} z_{2}}^{(3)}$, and, omitting the indices $j+1$ and $n$, they can be rewritten in the form

$$
\begin{gather*}
-A_{m} \Theta_{m-1}^{(3)}+C_{m} \Theta_{m}^{(3)}-B_{m} \Theta_{m+1}^{(3)}=R_{m}+G_{m} \Theta_{m}^{(i)},  \tag{13a}\\
n=\left\{\begin{array}{c}
0, i=1, \quad m=1,2, \ldots, N_{z}-1 \\
N_{r}, i=2,
\end{array}\right. \\
\Theta_{0}^{(3)}=\Theta_{(\mathrm{b})}^{(3)}, \Theta_{N_{z}}^{(3)}=\Theta_{(\mathrm{e})}^{(3)}  \tag{13b}\\
\Theta_{m}^{(i)}=D_{m}^{(i)} \Theta_{m-1}^{(i)}+E_{m}^{(i)} \Theta_{n}^{(3)}+S_{m}^{(i)}  \tag{13c}\\
m=1,2, \ldots, N_{z} \\
\Theta_{0}^{(i)}=\Theta_{(\mathrm{b})}^{(i)} \tag{13d}
\end{gather*}
$$

$$
\begin{gather*}
A_{m}=B_{m}=\tau / h_{z}^{2},  \tag{14}\\
C_{m}=1+A_{m}+B_{m}+\sigma_{i} \tau / h_{r}+r_{\gamma} /\left(R_{i} h_{r}^{2}\right), \\
R_{m}=1+r_{\gamma} \Theta_{m, \gamma+(-1)^{i} / 2 /\left(R_{i} h_{r}^{2}\right),}^{(3)} \\
G_{m}=\sigma_{i} \tau / h_{r}, \gamma=\left\{\begin{array}{r}
N_{r} 1 / 2, i=2, \\
1 / 2, \\
i=-1,
\end{array}\right.
\end{gather*}
$$

We assume that the following relations are satisfied at layer m:

$$
\begin{align*}
& \Theta_{m}^{(i)}=\alpha_{m} \Theta_{m}^{(3)}+\beta_{m},  \tag{16a}\\
& \Theta_{m}^{(3)}=P_{m} \Theta_{m+1}^{(3)}+Q_{m} . \tag{16b}
\end{align*}
$$

Eliminating $\theta^{(3)}$ m from (16a) and (16b), substituting the resulting expression into Eq. (13c), and preliminarily replacing the index $m$ by $m+1$, we obtain

$$
\begin{equation*}
\Theta_{m+1}^{(i)}=\alpha_{m+1} \Theta_{m+1}^{(3)}+\beta_{m+1}, \tag{17}
\end{equation*}
$$

where

$$
\begin{gather*}
\alpha_{n+1}=\left(D_{m+1}^{(i)} \alpha_{m} P_{m}+E_{n+1}^{(i)}\right) ;  \tag{18a}\\
\beta_{m+1}=D_{m+1}^{(i)}\left(\alpha_{m} Q_{m}+\beta_{m}\right)+S_{m+1}^{(i)} . \tag{18b}
\end{gather*}
$$

Analyzing Eq. (13a) at layer $m+1$, using Eqs. (16b) and (17) we write

$$
\begin{equation*}
\Theta_{m+1}^{(3)}=P_{m+1} \Theta_{m+2}^{(3)}+Q_{m+1}, \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
& P_{m+1}=B_{n+1} /\left(-A_{m+1} P_{m}-G_{m+1} \alpha_{m}+C_{m+1}\right) ;  \tag{20a}\\
& Q_{m+1}=\left(R_{m+1}+G_{m+1} \beta_{m}+A_{m+1} Q_{m}\right) P_{m+1} / B_{m+1} . \tag{20b}
\end{align*}
$$

At layer $m=0$, comparing (16a) and (16b) with the boundary conditions (13d) and (13b), respectively, we have

$$
\begin{align*}
& \alpha_{0}=0, \beta_{0}=\Theta_{(b)}^{(i)},  \tag{21a}\\
& P_{0}=0, Q_{0}=\Theta_{(b)}^{(3)} . \tag{21b}
\end{align*}
$$

For boundary conditions different from (13b) the latter relations must be altered appropriately.

A direct trial run by Eqs. (18) and (20) for each time $j$ gives the coefficients of the recurrent relations (16), from which the values of the grid function $\theta(3)_{m}$ and $\theta(i) m_{m}(m=$ $1,2, \ldots, N_{z}-1$ ) are found by an inverse trial run. If the coefficients $\rho_{i}, q_{i}$, and $\sigma_{i}$ of Eq. (3) are functions of $\theta_{i}$, then this method of solving the system of equations (13) must be combined with iterations.

Using the method of [10], one can show that the modified trial-run method described is stable with respect to random errors and is well-posed, since $\left|P_{m}\right| \leqq 1$ and $\left|\alpha_{m}\right| \leqq 1(m+0,1$, $\ldots, N_{z}-1$ ) and the denominators of Eqs. (20a) differ from zero.

Thus, all four systems of equations are solved by direct (noniterative) methods using the usual or modified trial runs. This means that the locally one-dimensional scheme considered here is economical, i.e., it requires the order of $O(1)$ operations per grid node. As for the accuracy of the scheme, by applying the method of [9] one can show that the scheme (9)-(12) converges uniformly to the exact solution of the initial boundary-value problem (1)(5) at a rate $O\left(h_{z}+h r_{r}+\tau\right)$.

This method of constructing a locally one-dimensional scheme can also be applied to the solution of the detailed conjugate problem of heat exchange. In this case, instead of Eqs. (2) and the boundary conditions (5), one must consider the nonsteady energy equation

$$
\left.\begin{array}{r}
a_{i} \frac{\partial \Theta_{i}}{\partial t}+c_{i} \frac{\partial \Theta_{i}}{\partial z_{i}}+d_{i} \frac{\partial \Theta_{i}}{\partial r}=\frac{1}{r} \frac{\partial}{\partial r}\left(b_{i} r \frac{\partial \Theta_{i}}{\partial r}\right)+g_{i},  \tag{22}\\
i=1,2,0<t \leqslant T, \quad i=1,0 \\
i=2, \quad R_{2}
\end{array}\right\}<r<\left\{\begin{array}{l}
R_{1}, i=1, \quad 0<z_{i} \leqslant L \\
R_{3}, i=2,
\end{array}\right.
$$

with internal boundary conditions of the fourth kind

$$
\begin{gather*}
\Theta_{3}=\Theta_{i}, \frac{\partial \Theta_{3}}{\partial r}=K_{s} \frac{\partial \Theta_{i}}{\partial r} \\
0<t \leqslant T, r=R_{i}, \quad 0<z_{i}<L, i=1,2 \tag{23}
\end{gather*}
$$

The finite-difference approximation of Eq. (22) has the index form

$$
\begin{equation*}
-A_{n, n}^{(i)} \Theta_{m, n-1}^{(i) j+1}+C_{n, n}^{(i)} \Theta_{m, n}^{(i) j+1}-B_{m, n}^{(i)} \Theta_{m, n+1}^{(j) i+1}=F_{m, n}^{(i)} \tag{24}
\end{equation*}
$$

where the free term can be

$$
F_{m, n}^{(i)}=G_{m, n}^{(i)} \Theta_{m-1, n}^{(i) i+1}+R_{m, n}^{(i)}
$$

The internal boundary condition is approximated by an expression of the type

$$
\begin{gather*}
\Theta^{(3)}=\Theta^{(i)}, 0<t_{j} \leqslant T, r_{n}=R_{i}, 0<z_{m}^{(1)}<L, i=1,2,  \tag{25}\\
\gamma=\left\{\begin{array}{cc}
\left.N_{r}-1\right)^{i+1} \frac{r_{\gamma}}{R_{i} h_{r}} \Theta_{\delta}^{(3)}+\Theta_{z_{1} z_{1}}^{(3)}-\frac{K_{s}}{h_{r}} \Theta_{\varepsilon}^{(i)}=\Theta_{i}^{(3)}, \\
1 / 2, & i=1,
\end{array} \quad \delta=\left\{\begin{array}{cc}
\bar{r}, i=2, \\
r, & i=1,
\end{array} \quad \varepsilon=\left\{\begin{array}{c}
r, i=2, \\
\bar{r}, i=1 .
\end{array}\right.\right.\right.
\end{gather*}
$$

Splitting the condition (26) by analogy with the condition (8) [Eqs. (9b) and (11a) for $i=1$ and (9c) and (12a) for $i=2]$ and replacing Eqs. (11a) and (12a) and Eqs. (11d) and (12d) of the locally one-dimensional scheme (9)-(12) by Eqs. (25) and (24), respectively, we obtain a locally one-dimensional scheme for the detailed conjugate problem having the same properties as that considered earlier. A noniterative algorithm for the solution of a system of equations of the type (24)-(25) was proposed in [11]. A proof that it is stable and wellposed is also given there and calculations by this algorithm are presented. Thus, the locally one-dimensional scheme constructed in combination with the algorithm from [11] is also economical and requires $O(1)$ operations per grid node.

In conclusion, we note that the method of splitting the internal boundary condition (25) under consideration makes it possible, in a computer realization of the locally onedimensional scheme for solving detailed conjugate problems of heat exchange, to use readymade programs for solving a heat-conduction equation by the locally one-dimensional method and an energy equation of the type (22). Since in the algorithm of [11] it is required to solve a difference equation of the type (24) twice at each layer $m$, the total time $T_{c}$ for solving the conjugate problem is approximately equal to $T_{C} \cong T^{(1)} C+2 n T{ }_{c}^{(2)} C$, where $T(1)_{C}$ and $T^{(2)} c_{c}$ are the times of solution of the heat-conduction and energy equations, respectively, while $n=1$ for one-sided heating and $n=2$ for two-sided heating in concurrent flow or counterflow.

## NOTATION

$\theta_{i}, \theta^{(i)}$, dimensionless temperatures of heat-transfer agents $(i=1,2)$ and the wall $(i=3)$ and their grid analogs; $\theta_{w i}, \theta^{(i)}(w)$, temperature of the wall surface at $r=R_{i}$ and its grid analog; $\theta^{b_{3}}, \theta^{(3)}(b)$, temperature of the wall surface at $z_{1}=0$ (beginning) and its grid analog; $\Theta^{e}, \theta^{(3)}(e)$, temperature of the wall surface at $z_{1}=L$ (end) and its grid analog; $\theta^{0}{ }_{i}, \theta^{(i)}(0)$, temperatures of the heat-transfer agents $(i=1,2)$ and the wall ( $i=$ 3) at $t=0$ and their grid analogs; $\theta_{i, ~}^{b} \theta^{(i)}(b)$, temperatures of the heat-transfer agents $(i=1,2)$ at the channel entrance $\left(z_{i}=0\right)$ and their grid analogs; $\theta j_{m, n}\left(\theta_{m}\right)$, index designations of the grid analogs of the temperatures introduced in (24) and (13); $t$, dimension-
less time; $r, z_{i}$, dimensionless spatial coordinates; $R_{i}$, radii of the inner ( $i=1$ ) and outer ( $i=2$ ) surfaces of the wall and of the outer ( $i=3$ ) channel; L, wall length; oi, dimensionless heat-transfer coefficient; $K_{S}$, conjugation number; $h_{r}, h_{z}, \tau$, steps of the space-time grid in the directions $r, z_{1}$, and $t$, respectively; $m, n, j$, coordinates of nodes of the spacetime grid; $\theta_{r}=\left(\theta_{n+1}-\theta_{\mathrm{n}}\right) / \mathrm{h}_{\mathrm{r}} ; \theta_{\mathrm{r}}^{-}=\left(\theta_{\mathrm{n}}-\theta_{\mathrm{n}-1}\right) / \mathrm{h}_{\mathrm{r}} ; \theta_{\mathrm{r} r}^{-}=\left(\theta_{\mathrm{r}}-\theta_{\mathrm{r}}^{-}\right) / \mathrm{h}_{\mathrm{r}}$.
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